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Abstract—The subcellular location plays a pivotal role in the functionality of proteins. In this paper we develop a multi-stage linear classifier fusion system based on Efron’s bootstrap sampling for predicting subcellular locations of yeast proteins. Three different types of classifiers, i.e. the Naive Bayes (NB) classifier, Radial Basis Function (RBF) network, and Multilayer Perceptron (MLP), are utilized to construct the component modules in the fusion system. Ten bootstrapped instance sets are generated for training each type of component classifiers respectively. The linear fusion models, updated by the Least-Mean-Square (LMS) algorithm, are used to integrate the local decisions of the component classifiers and derive the final predictions. The empirical results show that the RBF classifiers can reach at slightly higher accuracy and better precision versus the NB or MLP ones. The linear fusion system consistently improves the overall prediction accuracy, in particular 6.65%, 1.77%, and 3.21%, superior to the NB, RBF, and MLP component classifiers, respectively.

I. INTRODUCTION

The investigations in the field of bioinformatics and computational biology have been blooming for years, especially since the eventual completion of the human genetic sequence in the Human Genome Project [1]. One of recent challenges in bioinformatics is the representation of the mass of sequence information, with a view not only to deriving more efficient means of data storage, but also to developing more effective mathematical and statistical tools for analysis of the composition and structure of biomolecules [2].

Apart from a minority of proteins which are coded in the genomes of mitochondria and chloroplasts, all other proteins are synthesized in the cytosol [3]. Proteins need to be sorted to one or other subcellular compartment to perform their functions [4]. Since the subcellular location of a protein affects its potential functionality as well as its accessibility to drug treatments [5], it is therefore essential to develop computational systems in order to expedite the functionality determination of new proteins, which can be used in the prioritization of genes and proteins identified by genomic efforts as potential molecular targets for drug design.

With the pioneering effort of Nakai et al. [6], [7], the rule-based expert system was first introduced for predicting protein subcellular locations. The system works with two rule groups: the first group stores results of several subprograms in the working memory; and the second group later utilizes these results to make a prediction. The drawback of such an expert system is that it required a time-consuming hand-tuned training process. In [8], Horton et al. used the probabilistic reasoning and decision tree models in order to remedy this weakness, however, the prediction accuracy still stays no high and the interpretation of relationships between the classes in the decision tree mainly depends on a human expert’s effort.

As one of the prevailing soft computing technologies, artificial neural networks have been extensively applied in building computer-assisted decision aids used in medical diagnosis [9] and analyzing complex biological systems [10]. Nowadays it becomes more and more popular to design multiple classifier systems [11], [12], which may provide performance improvement over a sole classifier, when solving complex classification problems [13]–[16]. Different classifiers may have various lopsided decisions complying with their knowledge generalization principle. It is therefore necessary to develop multiple classifier systems that combine the variant knowledge acquired by each component classifier by following a given fusion strategy, in order to gain a better generalization ability. Among a variety of fusion strategies [17], the linear fusions [18], [19] are most frequently used [13], [14], [20]. In this paper, we develop a bootstrap-based multiple classifier fusion system for predicting the subcellular locations of yeast proteins. The system contains a bootstrap sampling procedure which generates a series of instance sets by sampling with replacement from the original data set. Then the component classifiers are independently trained with these bootstrapped instance sets, and their outputs are linearly combined with the Least-Mean-Square (LMS) fusion strategy to form the final prediction.

The paper is organized as follows. Section II describes in detail the composition of our prediction system, including the bootstrap sampling approach, the three types of component classifiers, and the LMS algorithm for updating the linear fusion models. Section III discusses the empirical results of subcellular location prediction in yeast protein amino acid sequences. Concluding remarks and future directions are presented in Section IV.
II. PROTEIN SUBCELLULAR LOCATION PREDICTION SYSTEM

A. Dataset

The data set of yeast proteins was obtained by the subprograms of the expert system developed by Nakai et al. [6], [7], and is also online available from the UCI machine learning repository [21]. The 8 features calculated from a total of 1484 amino acid sequences include: the presence or absence of an HDEL pattern (substring) as a signal for retention in the endoplasmic reticulum lumen [22]; the result of discriminant analysis on the amino acid content of vacuolar and extracellular proteins; the result of discriminant analysis on the amino acid composition of the 20-residue N-terminal region of mitochondrial and non-mitochondrial proteins; the presence or absence of nuclear localization consensus patterns [23] combined with a term reflecting the frequency of basic residue; and some combination of the presence of a short sequence motif and the result of discriminant analysis of the amino acid composition of the protein sequence; a modification of McGeoch’s signal sequence detection parameter [24]; the output of a weight matrix method [25] for detecting cleavable signal sequences; the output of the ALOM program [26] for identifying membrane spanning regions on the amino acid sequences.

The task can be simplified to categorize the yeast proteins into 10 disjointed regions (mentioned as classes hereafter): cytoplasmic, including cytoskeletal (CYT, 463 instances); nuclear (NUC, 429 instances); vacuolar (VAC, 30 instances); mitochondrial (MIT, 244 instances); peroxisomal (POX, 20 instances); extracellular, including those localized to the cell wall (EXC, 35 instances); proteins localized to the lumen of the endoplasmic reticulum (ERL, 5 instances); membrane proteins with a cleaved signal (ME1, 44 instances); membrane proteins with an uncleaved signal (ME2, 51 instances); and membrane proteins with no N-terminal signal (ME3, 163 instances), where ME1, ME2, and ME3 proteins may be localized to the plasma membrane, the endoplasmic reticulum membrane, or the membrane of a golgi body.

B. Bootstrap Sampling

Bootstrap sampling [27], which is effectively used in many ensemble learning algorithms, e.g., Bagging [28], can help reduce prediction variance and overcome over-fitting. The motivation of introducing the Efron’s bootstrap in our system is to obtain reliable standard errors and confidence intervals, without making assumptions about the distribution of the original data. Assume that we have a P-size set of training feature-class instances \( S = \{ (\mathbf{x}_i, \omega^S_m) \}_{m=1}^M \) where the vector \( \mathbf{x} = [x_1, \cdots, x_n]^T \) represents the input features of the yeast sequences and \( \omega^S_m \in \omega^S \) denotes the corresponding location class. New training sets \( S^k, k = 1, \cdots, K \), also of size \( P \), are sampled uniformly from \( S \) with replacement, and used for generating the \( K \) component classifiers.

C. Component Classifiers in the Fusion

We consider three different types of component classifiers, i.e., Naive Bayes (NB) classifier, Radial Basis Function (RBF) network, and Multilayer Perceptron (MLP), to form the linear fusion decision in the prediction system.

1) Naive Bayes Classifiers: In spite of its simplicity, the NB classifier has been widely used in practical applications [29]. With the assumption that the class conditional probability densities \( p(x|\omega^S_m) \) of the instances are mutually independent within each class, the NB classifier provides the maximum likelihood solutions as

\[
\omega_{NB} = \arg \max_{m=1}^M p(x) \prod_{n=1}^N p(x_n|\omega^S_m)
\]

where \( P(\omega^S_m) \) denotes the a priori probabilities of classes.

2) Radial Basis Function Classifiers: RBF and MLP are two well-known types of nonlinear input-output mapping networks, which have been employed in a variety of practical applications, e.g., pattern analysis, function approximation, time-series signal prediction. Typically, it has been justified by researchers [30]–[33], that a feedforward neural network can approximate any continuous function within an arbitrary accuracy, provided that its topology includes a sufficient number of hidden nodes.

The design of the RBF component classifiers is as follows. According to Duda et al. [29], the numbers of input and output nodes of a RBF are equal to the dimensionality of the input features and the number of categories, respectively. The 30 centers in the Gaussian kernel function were fixed from the training sets [29], and the spread parameter \( \sigma \) was set to be 4.0, which could lead the nonlinear nodes to respond strongly to the overlapping regions of the input space [34].

3) Multilayer Perceptron Classifiers: Although having the similar nonlinear layered structure, a MLP performs global approximations with its inner log-sigmoid activation nodes, whereas a RBF network uses a large number of exponentially decaying localized Gaussian kernel functions to construct local approximations. In the prediction system, we also employed a group of MLP component classifiers with the identical architecture (8-20-10), and trained them by the Resilient Backpropagation algorithm [35].

D. Linear Fusion Model with the LMS Update Algorithm

A combination of classifiers with a trained fusion strategy aims to integrate their local decisions to achieve superiority [15]. In our prediction system, a total of 10 linear combination models (equivalent to the number of yeast locations) updated\(^2\) by the LMS algorithm were employed in the fusion module, because a single LMS fusion model is

\(^2\) For distinction purpose, we state in this paper that the generations of component classifiers are via training processes, and the generations of linear fusion models are via update processes.
only competent for binary classification, due to its linear characteristic. When solving a multi-class problem, the number of the LMS fusion models is usually set to be the same as the number of classes. As we mentioned in Section II, each component classifier was independently trained with a bootstrapped set, in this case we may have a total of \( K \) component classifiers on hand. Thus the output of a LMS fusion model can be expressed as

\[
f = a^T o
\]  

(2)

where \( a = [\text{bias}, \alpha_1, \cdots, \alpha_K] \) represents the vector of the bias parameter and fusion coefficients correspondingly allocated to the outputs of component classifiers, \( o = [o_1, o_2, \cdots, o_K] \), particularly, \( o_0 \) is fixed at +1 and associated with the bias. According to the LMS error criterion, the instantaneous cost function on the \( i \)-th update iteration is

\[
C(i) = e(i)^T / 2
\]  

(3)

where \( e(i) \) is the instantaneous estimate error, i.e.,

\[
e(i) = o(i) - \hat{f}(i) = o(i) - \hat{a}(i)^T o(i)
\]  

(4)

Differentiating (3) with respect to fusion coefficients yields the gradient approximation of \( C(i) \), i.e.,

\[
\nabla a C(i) = \frac{1}{2} \frac{\partial e(i)^2}{\partial a}
\]  

\[= \frac{1}{2} \frac{\partial}{\partial a} \left[ o(i)^2 - 2o(i)\hat{a}(i)^T o(i) + \hat{a}(i)^T \{ o(i)\hat{a}(i)^T \} \hat{a}(i) \right]
\]

\[= \{-o(i)\hat{a}(i)^T o(i)\} o(i) = -e(i)\hat{o}(i)
\]  

(5)

Hence the fusion coefficients update rule can be written following the steepest descent gradient method as

\[
a(i + 1) = a(i) + \lambda \nabla a C(i) = a(i) + \lambda e(i)\hat{o}(i)
\]  

(6)

where the parameter \( \lambda > 0 \) is commonly regarded as the update rate which specifies the magnitude of the update step for the fusion coefficients in the negative gradient direction.

Then, the highest output among the LMS fusion models is assigned as the final prediction class, which can be regarded as one-versus-rest scheme, i.e.,

\[
\text{instance } x \rightarrow \text{class } o_j \text{ if } f_j(x) = \max_{m=1}^{M} f_m(x), l, m \in M
\]

(7)

where \( M \) is the total number of location classes.

III. EMPIRICAL RESULTS

Table I provides a summary of prediction accuracy achieved by three types of component classifiers trained by different bootstrapped instance sets (labeled as Bootstrapped Networks herein). The averaged performance of each type of component classifiers is quantized in terms of mean and standard deviation values. As one can observe, the RBF classifiers can attain averaged 60.02% prediction accuracy, 1.37% and 1.64% better than the NB and MLP classifiers, respectively. Moreover, the RBF classifiers also excel in prediction precision when fitting a series of bootstrapped sets because their standard deviation of accuracy is slightly lower than those of the other two types of classifiers. In other words, the RBF classifier, as one style of neural classifiers, shows more robust than the rest ones in our experiments.

**TABLE I** RESULTS OF PROTEIN SUBCELLULAR LOCATION PREDICTION BY COMPONENT CLASSIFIERS ON DIFFERENT BOOTSTRAPPED SETS

<table>
<thead>
<tr>
<th>Bootstrapped Network ID</th>
<th>Prediction Accuracy (%) of Component Classifiers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NB</td>
</tr>
<tr>
<td>#1</td>
<td>58.56</td>
</tr>
<tr>
<td>#2</td>
<td>58.96</td>
</tr>
<tr>
<td>#3</td>
<td>57.55</td>
</tr>
<tr>
<td>#4</td>
<td>59.43</td>
</tr>
<tr>
<td>#5</td>
<td>59.23</td>
</tr>
<tr>
<td>#6</td>
<td>58.69</td>
</tr>
<tr>
<td>#7</td>
<td>60.04</td>
</tr>
<tr>
<td>#8</td>
<td>57.28</td>
</tr>
<tr>
<td>#9</td>
<td>58.42</td>
</tr>
<tr>
<td>#10</td>
<td>58.36</td>
</tr>
<tr>
<td>Mean</td>
<td>58.65</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>0.83</td>
</tr>
</tbody>
</table>

Fig. 1 illustrates the performance of the LMS fusions which linearly combine three types of component classifiers. And it is clear that the percentage accuracy have been ameliorated in virtue of the LMS fusions. The entire fusion results in terms of prediction accuracy and the Mean Squared Error (MSE) are listed in Table II. It is interesting that the accuracy improvement via the LMS fusion is great for the NB classifiers (a significant 6.65% increase) and the MLP classifiers (a 3.21% increase), whereas only a 1.97% increase for the RBF classifiers. Our preliminary hypothesis is that the fusion prediction may be reinforced by the variance (or referred to diversity in [36]) of local classifiers.

**TABLE II** PREDICTION RESULTS OF THE LMS FUSIONS

<table>
<thead>
<tr>
<th>Fusion Kernels</th>
<th>LMS-NB</th>
<th>LMS-RBF</th>
<th>LMS-MLP</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>0.0481</td>
<td>0.0536</td>
<td>0.0558</td>
</tr>
<tr>
<td>Accuracy</td>
<td>65.30%</td>
<td>61.79%</td>
<td>61.59%</td>
</tr>
</tbody>
</table>
the LMS fusions are displayed in Table III. It can be found that the LMS fusions for the RBF and MLP component classifiers perform quite similar, whereas the LMS-NB exhibits its superiority for most instances.  

<table>
<thead>
<tr>
<th>Instances</th>
<th>Class</th>
<th>LMS-NB</th>
<th>LMS-RBF</th>
<th>LMS-MLP</th>
</tr>
</thead>
<tbody>
<tr>
<td>463</td>
<td>CYT</td>
<td>58.32</td>
<td>71.27</td>
<td>71.71</td>
</tr>
<tr>
<td>429</td>
<td>NUC</td>
<td>66.43</td>
<td>49.88</td>
<td>52.68</td>
</tr>
<tr>
<td>244</td>
<td>MIT</td>
<td>66.39</td>
<td>59.43</td>
<td>59.43</td>
</tr>
<tr>
<td>163</td>
<td>ME3</td>
<td>78.53</td>
<td>84.66</td>
<td>84.05</td>
</tr>
<tr>
<td>51</td>
<td>ME2</td>
<td>64.71</td>
<td>37.25</td>
<td>13.73</td>
</tr>
<tr>
<td>44</td>
<td>ME1</td>
<td>93.18</td>
<td>77.27</td>
<td>79.55</td>
</tr>
<tr>
<td>35</td>
<td>EXC</td>
<td>74.29</td>
<td>60.00</td>
<td>45.71</td>
</tr>
<tr>
<td>30</td>
<td>VAC</td>
<td>20.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>20</td>
<td>POX</td>
<td>65.00</td>
<td>55.00</td>
<td>55.00</td>
</tr>
<tr>
<td>5</td>
<td>ERL</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
</tbody>
</table>

IV. CONCLUSION

The fusion system is considered to have the merits of integrating variant knowledge learned by multiple classifiers to provide a comprehensive solution. Our empirical results of demonstrate the advantages of the linear classifier fusion system for prediction of protein subcellular locations. The future work is to design new hybrid computational prediction systems with a variety of learners involved, and to investigate how the diversity of component learners affects the final fusion result.
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